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Abstract In the last decade the growth of the Internet has made a huge
amount of textual documents available in the electronic form. Text summa-
rization is commonly based on clustering or graph-based methods and usually
considers the bag-of-word sentence representation. Frequent itemset mining is
a widely exploratory technique to discover relevant correlations among data.
The well-established application of frequent itemsets to large transactional
datasets prompts their usage in the context of document summarization as
well.

This paper proposes a novel multi-document summarizer, namely PATTEX-
SuMm (Pattern-based Text SUMmarizer), that is mainly based on a pattern-
based model, i.e., a model composed of frequent itemsets. Unlike previously
proposed approaches, PATTEXSUM selects most representative and not re-
dundant sentences to include in the summary by considering both (i) the
most informative and non-redundant itemsets extracted from document col-
lections tailored to the transactional data format, and (ii) a sentence score,
based on the tf-idf statistics. Experiments conducted on a collection of real
news articles show the effectiveness of the proposed approach.

Key words: Text mining, Document summarization, Frequent itemset min-
ing
1 Introduction

From the birth of the Internet on, analysts may progressively access and
analyze larger data collections. Since the large majority of the information is
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available in textual form, a challenging task is to convey the most relevant
information provided by textual documents into short and concise summaries.

Many document summarization approaches have been proposed in litera-
ture. Most of them select the most representative sentences to include in the
summaries by means of the following approaches: (i) clustering (e.g., [13, 20]),
(ii) graph-based methods (e.g., [12]), and (iii) linear programming (e.g., [15]).
Clustering-based approaches exploit clustering algorithms to group sentences
and select representatives among each group. For instance, MEAD [13] evalu-
ates the similarity between the document sentences and the centroids and se-
lects, similarly to [6], the most relevant sentences among each document clus-
ter based on the tf-idf statistical measure [16]. Differently, in [20] an incremen-
tal hierarchical clustering algorithm is exploited to update summaries over
time. The graph-based approaches try to represent correlations among sen-
tences by means of a graph-based model. According to this model, sentences
are represented by graph nodes, while the edges weigh the strength of the
correlation between couples of sentences. The most representative sentences
are selected according to graph-based indexing strategies. For instance, [12]
proposes to rank sentences based on the eigenvector centrality computed by
means of the well-known PageRank algorithm [5]. Finally, the linear pro-
gramming methods identify the most representative sentences by maximiz-
ing ad-hoc object functions. For instance, in [15] the authors formalized the
extractive summarization task as a maximum coverage problem with the
Knapsack constraints based on the the bag-of word sentence representation
and enforce additional constraints based on sentence relevance within each
document. Most the aforementioned approaches rely on the bag-of-word sen-
tence representation and make use of well-founded statistical measures (e.g.,
the tf-idf measure [16]).

Frequent itemset mining is a widely exploratory technique, first intro-
duced in [1] in the context of market basket analysis, to discover correlations
that frequently occur in the analyzed data. A number of approaches focus
on discovering frequent itemsets from transactional data and then selecting
their most informative yet non-redundant subset by means of postpruning.
To address this issue, static approaches (e.g., [4, 8]) compare the observed
frequency (i.e., the support) of each itemset in the source transactional data
against some null hypotheses (i.e., their expected frequency). Differently, dy-
namic approaches (e.g., [9, 18]) make often use of the maximum entropy
model to take previously selected patterns into account and, thus, reduce
model redundancy. Although the discovery and selection of valuable frequent
itemsets from transactional data is well-established, to the best of our knowl-
edge their usage in document summarization has never been investigated yet.

PATTEXSUM (Pattern-based Text SUMmarizer) is a novel multi-document
summarization approach that exploits a pattern-based model to select the
most representative and not redundant sentences belonging to the document
collection. It focuses on combining the effectiveness of pattern-based models,
composed of highly informative and non-redundant itemsets, to represent
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correlations among data with the discriminating power of a sentence eval-
uation measure, based the tf-idf statistics. Pattern-based model generation
focuses on extracting and selecting valuable frequent itemsets from a trans-
actional representation of the document collection. To this aim, an efficient
and effective approach, recently proposed in [11] in the context of trans-
actional data, is adopted. [11] succinctly summarizes transactional data by
adopting an heuristics to solve the maximum entropy model that allows on-
the-fly evaluating itemsets during their extraction. This feature makes this
approach particularly appealing for its application in text summarization. To
effectively discriminate among sentences, an evaluation score, computed from
their bag-of-word representation and based on the well-founded tf-idf statis-
tic [16], is also considered. PATTEXSUM combines the information discovered
from both transactional and bag-of-word data representations and adopts
an effective greedy approach, first proposed in [2], to solve the problem of
selecting sentences that cover at best the pattern-based model.

To evaluate the PATTEXSUM performance a suite of experiments on a col-
lection of news articles has been performed. Results, reported in Section 3,
show that PATTEXSUM significantly outperforms mostly used previous sum-
marizers in terms of precision, recall, and F-measure.

This paper is organized as follows. Section 2 presents the proposed method
and thoroughly describes its main steps. Section 3 assesses the effectiveness
of the PATTEXSUM framework in summarizing textual documents, while Sec-
tion 4 draws conclusions and presents future developments of this work.

2 The PATTEXSUM method

PATTEXSUM focuses on summarizing collections of textual documents by
exploiting a two-way data representation. Pattern-based model generation
relies on a transactional representation of the document sentences, while the
relevance score evaluation, based on the tf-idf statistic, is based on the bag-
of-word sentence representation. A greedy approach is used to effectively
combine knowledge discovered from both data representations and select most
representative sentences to include in the summary. Figure 1 shows the main
steps behind the proposed approach, which will be thoroughly described in
the following.

2.1 Document representation

PATTEXSUM exploits two different document/sentence representations: (i)
the traditional bag-of-word (BOW) representation and (ii) the transactional
data format. The raw document content is first preprocessed to make it
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Fig. 1 The PATTEXSuM method

suitable for the data mining and knowledge discovery process. Stopwords,
numbers, and website URLs are removed to avoid noisy information, while
the Wordnet stemming algorithm [3] is applied to reduce document words
to their base or root form (i.e., the stem). Let D={ds,...,d,} be a doc-
ument collection, where each document dj is composed of a set sentences
Sk={S1k, - .., 82k }. Documents are composed of a sequence of sentences, each
one composed of a set of words. The BOW representation of the j-th sentence
sj belonging to the k-th document dj, of the collection D is the set of all
word stems (i.e., terms) occurring in s;y.

Consider now the set trjp={wi,...,w;} where tr;; C sj; and wy # w,
¥V q # r. It includes the subset of distinct terms occurring in the sentence s;y.
To tailor document sentences to the transactional data format, we consider
each document sentence as a transaction whose items are distinct terms taken
from its BOW representation, i.e., t7j; is the transaction that corresponds
to the document sentence s;;. A transactional representation 7" of the docu-
ment collection D is the union of all transactions ¢r;;, corresponding to each
sentence s;; belonging to any document dj € D.

The document collection is associated with the statistical measure of the
term frequency-inverse document frequency (tf-idf) that evaluates the rele-
vance of a word in the whole collection. A more detailed description of the
tf-idf statistic follows. The whole document content could be represented in
a matrix form 7°C', in which each row represents a distinct term of the docu-
ment collection while each column corresponds to a document. Each element
te;r of the matrix T'C is the tf-idf value associated with a term w; in the
document dj, belonging to the whole collection D. It is computed as follows:
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where n;, is the number of occurrences of i-th term w; in the k-th docu-
ment di, D is the collection of documents,'zre{q - wacdy} Tk is the sum
of the number of occurrences of all terms in the k-th document di, and
log m represents the inverse document frequency of term w;.

(1)

tci, =

2.2 The pattern-based model generation

Frequent itemset mining is a well-established data mining approach that fo-
cuses on discovering recurrences, i.e., itemsets, that frequently occur in the
source data. An itemset I of length k, i.e., a k-itemset, is a set of k dis-
tinct items. Let T be the document collection in the transactional data
format. We denote as D(I) the set of transactions supported by I, i.e.,
D(I) = {trjx € T | I C trj}. The support of an itemset I is the ob-
served frequency of occurrence of I in D, i.e., sup(]):%. Since the prob-
lem of discovering all itemsets in a transactional dataset is computationally
intractable [1], itemset mining is commonly driven by a minimum support
threshold min_sup.

Given a minimum support threshold min_sup and a model size p, PAT-
TEXSUM generates a pattern-based model that includes the most informative
yet non-redundant set of p frequent itemsets discovered from the document
collection T tailored to the transactional data format (Cf. Section 2.1).

Among the large set of previously proposed approaches focused on suc-
cinctly representing transactional data by means of itemsets [8, 17, 18], we
adopt a method recently proposed in [11]. Unlike previous approaches, it
exploits an entropy-based heuristic to drive the mining process and select
most informative yer not redundant itemsets without the need of postprun-
ing. Its efficiency and effectiveness in discovering succinct transactional data
summaries makes it particularly suitable for the application to text summa-
rization.

2.3 Sentence evaluation and selection

The PATTEXSUM method exploits the pattern-based model to evaluate and
select most relevant sentences to include in the summary. Sentence evaluation
and selection steps consider (i) a sentence relevance score that combines the
tf-idf statistic [16] associated with each sentence term, and (ii) the sentence
coverage with respect to the generated pattern-based model (Cf. Section 2.2).
In the following we formalize both sentence coverage and relevance.
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Sentence relevance score

The relevance score of a sentence is evaluated by using the bag-of-word doc-
ument representation. It is computed as the sum of the tf-idf values (Cf.
Formula 1) of each term belonging to the sentence in the document collec-
tion. In Formula 2 the score expression for a generic sentence sj;, belonging
to the document collection D is reported

Zi | wi€s;k teik

SR(sji) = ]
j

(2)

where |t is the number of distinct terms occurring in s, and ), | wiesn tcin
is the sum of the tf-idf values associated with terms (i.e., word stems) in s

(Cf. Formula 1).

Sentence model coverage

The sentence coverage measures the pertinence of each sentence to the gen-
erated pattern-based model. To this aim, it considers document sentences
tailored to the transactional data format. Let D be the collection of docu-
ments, i.e., a set of sentences. We first associate with each sentence s;, € D a
binary vector, denoted in the following as sentence coverage vector (SC),
SCjr={sc1,...,sc,} where p is the number of itemsets belonging to the
model and sc; = 14, (I;) indicates whether itemset I; is included or not
in tr;;,. More formally, 14, is an indicator function defined as follows:

1 if I; Citryy
1, (1) = tEIm 3
tﬂk( ) {0 otherwise (3)

The coverage of a sentence s;;, with respect to the pattern-based model is
defined as the number of 1’s that occur in the corresponding coverage vector
SCjy..

We formalize the problem of selecting the most informative and not re-
dundant sentences according to the pattern-based model as a set covering
problem.

The set covering problem

A set covering algorithm focuses on selecting the minimum set of sentences, of
arbitrary size [, whose logic OR of coverage vectors, i.e., SC*=SCyV...VSC,
generates a binary vector composed of all 1’s. This implies that each itemset
belonging to the model covers at least one sentence. The SC* vector will be
denoted as the summary coverage vector throughout the paper.
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Algorithm 1 Sentence selection - Greedy approach

Input: set of sentence relevance scores SR, set of sentence coverage vectors SC, tf-idf matrix
TC

Output: summary S

1: {Initializations}

2: =10

3: ESC = 0 {set of eligible sentence coverage vectors}

4: SC* = all_zeros() {summary coverage vector with only Os}

5: {Cycle until either SC* contains only 1s or all the SC vectors contain only zeros}

6: while not (summary_coverage_vector_all_ones() or sentence_coverage_vectors_only_zeros())

7

8

9

do
{Determine the sentences with the highest number of ones}
ESC = max_ones_sentences()
if ESC != (0 then

10: {Select the sentence with maximum relevance score}
11: SCrest = ESC|[1]

12: for all t € ESC|[2:] do

13: if SR; > SRpes: then

14: SCrest=SC4

15: end if

16: end for

17: {Update sets and summary_coverage_vector}

18: S =8USChest

19: SC*= SC* OR SChest

20: ESC = ESC \ SChest

21: {Update the sentence coverage vectors belonging to V}
22: for all SC; in SC do

23: SC; = SC; AND SC*

24: end for

25: else

26: break

27: end if

28: end while
29: return S

The set covering problem is known to be NP-hard. To solve the problem,
we adopt a greedy strategy that we already proved to be effective in summa-
rization of biological microarray data [2]. In order to build an accurate yet
concise summary, the sentence coverage with respect to the pattern-based
model is considered as the most discriminative feature, i.e., sentences that
cover the maximum number of itemsets belonging to the model are selected
firstly. At equal terms, the sentence with maximal coverage that is charac-
terized by the highest relevance score SR is preferred.

The adopted algorithm identifies, at each step, the sentence s;;, with the
best complementary vector SCj;, with respect to the current summary cov-
erage vector SC*. The pseudo-code of the greedy approach is reported in
Algorithm 1. It takes in input the set of sentence relevance scores SR, the
set of sentence coverage vectors SC, and the tf-idf matrix T'C. It produces
the summary S, i.e., the minimal subset of most representative sentences.
The first step is the variable initialization and the sentence coverage vector
computation (lines 1-4). Next, the sentence with maximum coverage, i.e., the
one whose coverage vector contains the highest number of ones, is iteratively
selected (line 7). At equal terms, the sentence with maximum relevance score
(Cf. Formula 2) is preferred (lines 12-16). Finally the selected sentence is in-
cluded in the summary S while the summary and sentence coverage vectors
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are updated (lines 18-24). The procedure iterates until either the summary
coverage vector contains only ones, i.e., the model is fully covered by the
summary, or the remaining sentences are not covered by any itemset, i.e., the
remaining sentences are not pertinent to the model (line 6).

Experimental results, reported in Section 3, show that the proposed sum-
marization method performs better than exclusively considering either sen-
tence coverage or sentence relevance.

3 Experimental results

We conducted a set of experiments to address the following issues: (i) the ef-
fectiveness of the proposed summarization approach against two widely used
summarizers, i.e., the Open Text Summarizer (OTS) [14] and TexLexAn [19]
(Section 3.1), and (ii) the impact of the pattern-based model size and the
support threshold on the performance of PATTEXSUM (Section 3.2).

We evaluated all the summarization approaches on a collection of real-life
news articles. To this aim, the 10 top-ranked news documents, provided by
the Google web search engine (http://www.google.com), that concern the
following recent news topics have been selected:

Natural Disaster: Earthquake in Spain 2011

Royal Wedding: Prince William and Kate Middleton wedding
Technology: Microsoft purchased Skype

Education: Wealthy parents could buy their children places at elite uni-
versities

e Sport:Australia defeat Pakistan in Azlan shah Hockey

The datasets relative to the above news categories are made available for
research purposes, upon request to the authors.

To compare the results by PATTEXSUM with OTS [14] and TexLexAn [19],
we used the ROUGE [10] toolkit (version 1.5.5), which is widely applied by
Document Understanding Conference (DUC) for document summarization
performance evaluation®. It measures the quality of a summary by counting
the unit overlaps between the candidate summary and a set of reference sum-
maries. Intuitively, the summarizer that achieves the highest ROUGE scores
could be considered as the most effective one. Several automatic evaluation
scores are implemented in ROUGE. For the sake of brevity, we reported only
ROUGE-2 and ROUGE-4 as representative scores. Analogous results have
been obtained for the other scores.

Since a ”golden summary” (i.e., the optimal document collection sum-
mary) is not available for web news document, we performed a leave-one-out

1 The provided command is: ROUGE-1.5.5.pl -e data -x -m -2 4 -u -c 95 -r 1000 -n 4 -f A
-p0.5-t0-d-a
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dataset PATTEXSUM oTS TexLexAn

pl R Pr F R Pr F R Pr F
Natural Disaster|16(0.116|0.288(0.141(0.040{0.120]0.053|0.038|0.114{0.045
Royal Wedding {12(0.036|0.215]|0.058]0.034]0.174]0.054{0.030{0.150{0.047
Technology 510.141|0.465|0.210|0.042(0.208(0.067{0.042{0.172|0.065
Sports 10|0.145|0.297(0.189(0.055|0.133]0.075[0.071{0.149|0.093
Education 810.039(0.241{0.064|0.036]0.170{0.054(0.034|0.150|0.051

Table 1 Performance comparison in terms of ROUGE-2 score.

cross validation. More specifically, for each category we summarized nine out
of ten news documents and we compared the resulting summary with the
remaining (not yet considered) document, which has been selected as golden
summary at this stage. Next, we tested all other possible combinations by
varying the golden summary and we computed the average performance re-
sults, in terms of precision, recall, and F-measure, achieved by each summa-

rizer for both ROUGE-2 and ROUGE-4.

3.1 Performance comparison and validation

We evaluated the performance, in terms of ROUGE-2 and ROUGE-4 preci-
sion (Pr), recall (R), and F-measure (F), of PATTEXSUM against OTS and
TexLexAn. For both OTS and TexLexAn we adopted the configuration sug-
gested by the respective authors. For PATTEXSUM we enforced a minimum
support threshold min_sup=1.5% and we tuned the value of the pattern-
based model size p to its best value for each considered dataset. A more
detailed discussion on the impact of both min_sup and p on the performance
of PATTEXSUM is reported in Section 3.2.

PATTEXSUM performs better than the other considered summarizers on
all tested datasets. To validate the statistical significance of PATTEXSUM
performance improvement against OTS and TexLexAn, we used the paired
t-test [7] at significance level p — value = 0.05 for all evaluated datasets and
measures. For ROUGE-2, PATTEXSUM provides significantly better results
than OTS, whose summarization approach is mainly based on tf-idf mea-
sure, and TexLexAn in terms of precision and/or recall on 3 out of 5 datasets
(i.e., Natural disaster, Technology and Sports). Moreover, PATTEXSUM sig-
nificantly outperforms TexLexAx and OTS in terms of F-measure (i.e., the
harmonic average of precision and recall [16]) on, respectively, 2 and 3 of them
(i.e., Natural disaster and Technology for both, and Sports for TexLexAn).
Similar results were obtained for ROUGE-4.
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dataset PATTEXSUM oTS TexLexAn

pl R Pr F R Pr F R Pr F
Natural-Disaster|16(0.060(0.125(0.068(0.005(0.012]0.006|0.005|0.011 |{0.006
Royal-wedding (12]0.009|0.082|0.015(0.003]0.018{0.005(0.003{0.018|0.005
Technology 510.113|0.356|0.167|0.009(0.065(0.016{0.003{0.011|0.005
Sports 10/0.059|{0.112{0.077|0.004|0.010]/0.006|0.022{0.036|0.027
Education 810.017(0.141|0.030/0.003]0.012]0.005|0.003|0.009|0.004

Table 2 Performance comparison in terms of ROUGE-4 score.

3.2 PATTEXSUM parameter analysis

We analyzed the impact of the minimum support threshold and the pattern-
based model size, i.e., the number of generated itemsets, on the performance
of the PATTEXSUM summarizer. To also test the impact of the tf-idf statistic
on the performance of the pattern-based summarizer, we entail (i) neglect-
ing the relevance score evaluation (i.e., by simply selecting the top-ranked
maximal coverage sentence provided by the itemset miner [11]), and (ii) con-
sidering other statistical measures in place of the tf-idf score. Among all the
evaluated scores, the tf-idf statistic turns out to be most effective measure in
discriminating among sentences.

In Figures 2(a) and 2(b) we reported the F-measure achieved by PAT-
TEXSUM, by either considering or not the relevance score in the sentence
evaluation, and by varying, respectively, the support threshold on Technol-
ogy and the model size on the Natural Disaster document collection. For the
sake of brevity, we reported only the results obtained with the ROUGE-4
score. Analogous results have been obtained for the other ROUGE scores, for
precision and recall measures, and for all other configurations.

The usage of the relevance score based on the tf-idf statistic always im-
proves the performance of PATTEXSUM in the range of those values of p and
man_sup yielding the highest F-measure. This improvement is due to its abil-
ity to well discriminate sentence term occurrence among documents. When
higher support thresholds (e.g., 5%) are enforced, many informative patterns
are discarded, thus the model becomes too general to yield high summariza-
tion performance. Oppositely, when very low support thresholds (e.g., 0.1%)
are enforced, data overfitting occurs, i.e., the model is too much specialized
to effectively and concisely summarize the whole document collection con-
tent. At medium support thresholds (e.g., 1.5%) the best balancing between
model specialization and generalization is achieved, thus, PATTEXSUM pro-
duces very concise yet informative summaries.

The model size may also significantly affect the summarization perfor-
mance. When a limited number of itemsets (e.g., p = 6) is selected, the
relevant knowledge hidden in the news category Natural Disaster is not yet
fully covered by the extracted patterns (see Figure 2(b)), thus the gener-
ated summaries are not highly informative. When p = 16 the pattern-based
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model provides the most informative and non-redundant knowledge. Con-
sequently, the multi-document pattern-based summarization becomes very
effective. When a higher number of itemsets is included in the model, the
quality of the generated summaries worsens as the model is still informative
but redundant. The best values of model size and support threshold achieved
by each news category depend on the analyzed document term distribution.

4 Conclusions and future works

This paper presents a multi-document summarizer that combines the knowl-
edge provided by a pattern-based model, composed of frequent itemsets, with
a statistical evaluation, based on the well-founded tf-idf measure, to select the
most representative and not redundant sentences. Albeit the application of
frequent itemsets to represent most valuable correlations among transactional
data is well-established, their usage in text summarization has never been in-
vestigated so far. The proposed summarizer exploits a greedy approach to
combine knowledge discovered from two different data representations, i.e.,
the transactional and bag-of-word representations, and select the minimal set
of most relevant sentences. Experiments conducted on real-life news articles
show both the effectiveness and the efficiency of the proposed text summa-
rization method.

Future works will address: (i) the extension of the proposed approach to
address the problem of incremental summary updating, and (ii) the exploita-
tion of new techniques to address the set covering problem.
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